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ABSTRACT
The escalating concerns regarding air quality necessitate the development of advanced tools forthe analysis and visualization of pollutant dispersion in the environment. This paper presents aninnovative Interactive Web-Based application designed for the analysis of pollutant dispersionmodels. The integration of Geographic Information System capabilities into the applicationenhances the spatial understanding of pollution patterns, contributing to more effectiveenvironmental management and decision-making. Also, by simultaneously connecting theapplication’s user interface to multiple APIs one can obtain real time climate and environmentaldata that can be integrated into the modelling process.

The application leverages insights from existing literature on air pollution modeling[1], numericalsimulations[2] and advancements in air quality assessment using machine learning[3, 4]. Its user-friendly interface allows for dynamic visualization of pollutant dispersion, enabling policymakers,researchers, and the public to make informed decisions related to air quality management. Theaccessibility of the application via theweb ensureswidespread usability and encourages communityinvolvement in environmental monitoring and protection.
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INTRODUCTION
The present paper introduces a novel methodology for performing pollutant dispersion analysis inpolluted geographical areas. The methodology consists of an interactive web application, a machinelearning model in the backend, qualitative and quantitative evaluation of conclusions derived fromtime series plots, geolocation data and other visualization tools. The proposed methodology wasevaluated with real emissions data acquired from the following sources: Hourly concentrations ofNOx emissions at the Lorraine Granado Community Park were taken from the Colorado Universityair quality data repository[5]. Hourly NOx emissions data were taken from the power sectoremissions database of the United States Environmental Agency protection[6]. All the meteorologicaldata were acquired from the open-meteo open weather historical api[7] and all the geodata fromthe google maps api[8]. Relative work has been done by Rongjin Yang, Lizeyan Yin, Xuejie Hao, Lu Liu,Chen Wang, Xiuhong Li & Qiang Liu, who developed a model to predict emissions by using low-costmicrostation data and machine learning[9]. The proposed methodology in this paper can be usedfor prioritizing possible pollution sources and for estimating pollutant emissions without usingmeasurement equipment or sources emission data, if a dataset of accurate pollutant concentrationmeasurements has been acquired for some months at the location of interest and if no new majorpollutant emission sources are placed near the location of interest after themodel has been trained.The developed machine learning model that is used for predicting the pollutant concentration perhour, receives as input only hourly meteorological data.
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METHODOLOGY
At the first step of the proposed methodology the user selects a geographical location of interestfor which there are available accurate hourly pollutant concentration data for a time period of atleast six months and several surrounding geographical locations in which pollution sources existand affect the pollutant concentration measurements at the site of interest. In the case studydeployed here, the location of interest is the Lorraine Granado Community Park at Colorado UnitedStates, and the user selected pollution sources are energy production units that are at most 3 hoursaway by car from the location of interest. The chosen power stations that are located far away fromthe location of interest are coal fired power generating stations with very high reported emissions,like for example the Craig power station, located at 2101 S Ranney St, Colorado. The power stationthat is nearest to the location of interest is the Cherokee power plant, which is a natural gas-firedpower plant 4.3 miles away from the community park and produces significantly lower reportedNOx emissions as compared to the Craig coal fired power plant (about 15 times lower). Anotherpower plant located very near the location of interest is the Sancor power plant, which was closedduring the time the NOx concentration measurements were acquired, between January 2023 andApril 2023, so it was not included in the study. Sancor, the company that owns that power plant hasagreed to the largest air pollution penalty in Colorado history[10] for air quality related violations andfor that specific power plant there are generally no available data in the emissions database of theUnited States Environmental Agency protection, while for all the rest nearby power plants data canbe found in the database.
At the second step, once the user selects all the locations, he can then get all the relativemeteorological data for these sites from the open-meteo api by performing a simple GET requestthrough the interactive Angular frontend. The data are stored in a PostgreSQL database and can beused and queried after that. The user can create interactive time series visualization plots like theone shown in Figure 1 and view all time series combined one under the other at a multiplot setupwith common time axis. This helps the user to reach into useful initial qualitative estimations asshown in Figure 1. By visual inspection of the plots it can be observed that when the mean of thereported factories NOx emissions starts to drop significantly (after March 12), the NOxconcentrationmean also drops. Also, when there are spikes observed in the factories locations windspeeds and at the same time in their respective NOx emissions, usually spikes are also observed inthe NOx concentrations at themeasurement site with some delay that varies between several hoursto a view days. All these observations and many others need to be verified by a model that will beable to predict the NOx concentrations with acceptable accuracy, given the rest of the time seriesdata as input. Ofcourse there are many more NOx emission sources that contribute more or less tothe NOx concentration time series, like for example cars, construction activity and other industries.Part of these NOx emission sources are indirectly considered in the model, because the input dataof the model is a large amount of meteorological data that correspond to the factories locations, soif for example wind speed at some factory location plays an important role in the predictablility ofthe model, then this may be attirbuted not only to the factory NOx emissions, but also maybe tosome high car traffic in the roads in between the factory and the measurement site. This is why theusefuleness of the developed model is comparative and tries to answer the question: “to whichdirection should we first look for, when there is high NOx pollution at a measurement site?” Bytaking into consideration traffic counts in the nearby driveways and the existence or not of anyother nearby industries the user can get useful insights.
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Next the user can train and use a machine learning model that will have as input the meteorologicaldata derived from the previous GET request and as output any available pollutant concentrationmeasurements at the measurement site. The model that is currently available in the backend of theplatform is a neural network built by using Keras in Python. The model is a sequential model,meaning layers are stacked on top of each other sequentially. The first layer is a Dense layer, whichis a fully connected layer. The number of units is 256 and the activation function is the ‘relu’activation function. The data pipeline procedure consists of min-max scaling the data and thenapplying non linear pca before inserting them into the neural network. The model was applied tothe dataset acquired at the Lorraine Granado community park at 2023 and the result was a mape(mean absolute percentage error) of 48%, which is considered acceptable and a very good ability todetect spikes as it is shown in FIgure 3. Cross-validation and a train-test split 60:40 was applied onthe dataset.
After performing perturbation analysis, where the input data of various locations were removedfrom the input data and the drops at mape values were recorded, it was found that removing allpower station data and leaving only the meteorological data at the measurement site as input data,made the model unacceptable with a mape of 124% and with poor ability to detect spikes as shownin Figure 2.More importantly, removing the nearby Cherokee power station data and the JM Shafferpower station data, while keeping all the rest of the power station data, led to the highest drop ofmape (7% and 5% respectively) as compared to removing the data of other power stations. Thisaligns with the results one would expect after using the Gaussian Plume model with the reportedemission rates, the respective distances and the meteorological conditions between the selectedfactories and the location of interest. Finally, by approximately reversing PCA the most importantvariables were revealed: Temperature at the nearby Cherokee power plant and wind speed alongwith direct radiation at the JM Shafer power plant were themost influential variables of themodel.

Figure 1. All data that correspond to the user selected locations appear in a combined plot with commontime axis for visual inspection of the interactions between the time series and for trend detection. The timeseries plot that appears first from the top shows the NOx concentration measurements at Lorraine Granadocommunity park. The plot that is placed second starting from the top, shows the wind speed at themeasurement location. The time series plot that appears third from the top shows reported NOx emissionsfrom the user selected geographical locations, which in this case are nearby gas power factories and coalpower factories at most 3 hours away by car from the measurement site. The rest of the plots are windspeed time series at the factories locations.
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Figure 2. The figure shows the relatively poor predictability of the developed model when the only input itreceives are the meteorological data at the NOx concentrations measurement site. The mape is 124% andthe model is considered overall unacceptable.

Figure 3. The figure shows the good predictability of the developed model when the input it receives are themeteorological data at the NOx concentrations measurement site and the meteorological data at thelocations of the surrounding power stations. As it is evident spikes can be detected and the mape is 48%.The model is considered acceptable to be used for predicting NOx concentrations.



14th Panhellenic Scientific Conference on Chemical Engineering Thessaloníki, 29-31 May 2024

RESULTS AND DISCUSSION
A methodology that consists of a fully connected (dense) neural network that receives as inputhourly meteorological data acquired from open-meteo, based on user selected geo-data acquiredfrom the google maps api can be used to predict the hourly concentration of NOx emissions atpolluted sites if no new emission sources are introduced near the measurement site after themodel’s training phase and if accuratemeasurements were acquired and used for the training phaseof the model. It is significant that the model does not require pollutant emissions data from thepossible pollution sources to estimate pollution concentration at the site of interest, either in thetraining, test or usage phase. The proposed methodology can also be used for pollutant sourcedetection through prioritization of the datasets acquired from the user selected geographical datapoints, by using perturbation analysis to evaluate the effect of each dataset to the mean absolutepercentage error of the model and by also visually inspecting the prediction results throughinteractive data visualization plots.
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